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BCA207 Database Laboratory 2 30 30 40 100 

BCA208 Web Designing Laboratory 2 30 30 40 100 

BCA209 Multimedia Laboratory 2 30 30 40 100 

BCA210 Electives Laboratory 2 30 30 40 100 

TOTAL  1000 
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BCA 201 : Business Accounting  

Unit -I  

Basic Of Bookkeeping and Accounting: Financial Accounting ï Definition, scope and 

objective of Financial Accounting. Users of accounting information, Limitations of Financial 

Accounting. Financial accounting Principles, Concepts and Conventions.  

Unit -II  
System of Bookkeeping: Accounting process, Double Entry system, Books of prime Entry, 

Subsidiary Book, Recording of Cash and Bank Transactions.  

Unit -III  

Ledger Accounts ï Preparation of Ledger accounts, Bank Reconciliation statements, 

Preparation of Trail Balance. 

Depreciation Accounting ï Meaning, need and importance of depreciation, Straight line and 

Diminishing Balance method. Computation and accounting statement of Depreciation, Change 

in depreciation method. Provision & Reserve, Rectification of errors.  

Unit -IV  Final Accounts: Opening and Closing Entries. Trading, Profit and Loss and Balance Sheet.  

 Unit -V 
Final Account with  Adjustment: Adjustment of dividends, Drawings, Outstanding incomes 

and expenses, Depreciation. Tax liabilities. Insurance Claims for loss of stock and loss of profit.   

Referenced books:  

1. Shuka & Grewal: Advanced Accounting. 

2. Sharma, shah. Agarwal: Financial Accounting 

3. Rajesh Agarwal & R. Srinivasan: Accounting Made Easy ( Tata Mc Graw Hill ) 
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BCA 202 : Discrete Mathematics   

Unit -I  

Number Systems:  Number systems ï natural number, integers, rational numbers, real numbers, 

complex numbers, arithmetic modulo a positive integer. Radix r representation (decimal and binary ), 

Change of radix (decimal to binary and vice versa ) 

Binomial Theorem and Mathematical Induction : Binomial Theorem for positive integral indices, 

general and middle term in binomial expansion with simple applications. Some simple problems of 

Principle of Mathematical induction.    

Recurrence Relations and Generating Functions: Recurrence relation, linear recurrence relation 

with constant coefficients, solution of linear recurrence relation with constant coefficients. Generating 

functions, Solution of recurrence relations using generating functions.  

Unit -II  

Sets: Definition of sets, representation of sets, type of sets, Operations on sets, sub sets, Power set, 

Universal set, Complement of a set union and Intersection of two sets, Venn diagrams, De- Morganôs 

law of sets, partition of sets, Duality principles.  

Relations: Relation, Types of relations ï reflexive, symmetric, anti- symmetric, transitive, equivalence 

and partial order relation. Relation and diagraphs, Cartesian product of two sets.  

Functions: Function, domain and range, One to one and onto functions, composite functions, inverse 

of functions, Binary operations.   

Unit -III  

Logic and Proofs :  Proposition, Conjunction, Disjunction, Negation , Compound proposition, 

Conditional propositions ( Hypothesis, conclusion, necessary and sufficient condition ) and logical 

equivalence, De Morganôs law, Tautology and contradiction , quantifiers, universally quantified 

statement, component of a mathematical system (axiom, definitions, undefined terms, theorem, lema 

and corollary ), proofs (direct proofs, indirect proofs , proof  by contra- positive), Mathematical 

Induction. 

Boolean Algebra: Definition and Laws of Boolean Algebra, Boolean functions, Simplification of 

Boolean functions, Special forms of Boolean functions, and application of Boolean algebra (open and 

closed switches, switches in series and parallel). Logic gates and Circuits.  

Unit -IV  

Graph: Basic terminology, directed and undirected graphs, path and connectivity, types of graphs-null, 

Regular, Complementary, Complete, Weighted and Bipartite. Sub graphs, Operation on graphs ïunion, 

intersection, complement, product and composition. Representation of graphs in computer memory 

(matrix representation) - Adjacency matrix, Incidence matrix, Fusion of graphs. Isomorphic and 

Homeomorphic graphs, Paths and cycles, Eulerian and Hamiltonian graphs, shortest path algorithm. 

Planar graphs, graph coloring, Shortest path algorithms. Travelling salesman problem.  
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 Unit -V 

Tree:  Definition of tree, Fundamental terminologies ï Node, Child, Parent, Root, Leaf, Level, Height 

and Sibling, Rooted trees, Ordered trees, Binary tree, Complete binary tree, Tree of an algebraic 

expression, Tree searching (traversal algorithms) Preorder, Inorder and Postorder. Distance and centre, 

Relation between general tree and binary tree, Spanning trees , Algorithms for minimal spanning trees 

( Kruskalôs and Primôs). Game tree  

Referenced books:  

1. C. I. Liu ;elements of Discrete Mathematics Tata Mc Graw Hill  publishing Company LTD.2000 

2. Richard johnsonbaugh disvrete mathematic Pearson Asia 2001 

3. John Truss: Discrete Mathematic for computer Scientists. Pearson Education Asia 2001 

4. Dr. Ranjeet singh& Manish soni-Discrete Mathematics, university book house.  

5. Lipschutz: Discrete Mathematics, Tata Mc. Graw Hill  India.  

6. Kenneth H. Rosen, Discrete Mathematics and Application, Tata Mc Graw Hill  India.     
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BCA 203 : Operating system 

Unit -I  

Necessity of Operating system, operating system terminology, Evolution of operating system 

(multiprogramming system, batch system, timesharing system, process control and real-time system). 

Factors in OS Design (performance protection and security, correctness, maintainability application 

integration, portability, and interoperability). 

Device Management: General device characteristics, I/O Programming concepts, device controllers, 

device drives Interrupt Driven I/O Memory Mapped I/O, Direct Memory Access Buffering, Device 

management scenarios (serial communications, sequentially accessed storage devices, randomly accessed 

devices). 

Unit -II  

Process Management: process definition, process control, initializing operating system, Process Address 

Spaces, Process Abstraction, resource Abstraction, and process Hierarchy. Scheduling Mechanisms, 

partitioning a process into small processes, Non-preemptive strategies (first come-first served, shortest job 

next, priority scheduling, deadline scheduling), preemptive strategies (Round Robin, two queues, multiple 

level queues). Basic Synchronization principles: Interactive processes coordinating processes, 

Semaphores, Shared memory multiprocessor, AND Synchronization, inter process communication, inter 

process massages, mailboxes.Deadlocks, Resource Status Modelling, Handling deadlock, deadlock 

detection and resolution deadlock avoidance. 

Unit -III  

Memory Management: Requirements on the primary memory, mapping the address space to primary 

Memory, dynamic Memory for data structures, Memory allocation (Fixed partition Memory allocation 

strategy), Dynamic address Relocation, Memory Manager Strategies (Swapping, Virtual Memory, Shared 

Memory multiprocessors). Virtual Memory: Address translation paging, Static and dynamic paging 

algorithms. 

Unit -IV  

Information  Management: Files (Low level files, structured files, database management systems, 

multimedia storage). Low level files implementation. Storage Abstraction (Structure sequential files, 

indexed sequential files, database Management System, Multimedia documents). Memory mapped files, 

Directories, directory implementation, file sharing information across network remote Viruses and Worms, 

Security Design principles, authentications, Protection mechanisms, encryption, Protection of User Files. 

 Unit -V 

Distributed Computing: Distributed process management, message passing, remote procedure call, 

distributed memory management, security in distributed environment, Introduction of parallel processing. 

Protection an security goals, Domain of protections, Security Problems, Authentication, System threats, 

Encryptions, 

Introduction of different Operating systems (Linux Unix, Windows server) 

Recommended Reference Books:  

1. Galvin P.B, Silberschatz; Operating System principles; (seventh Edition), J Wiley 2008    

2. Tanenbaum A.S, Modern Operating Systems, 2nd Edn. PHI Publication, 2003 

3. William Stalling: Operating System, Internal & Design Principles, Sixth Edition; Pearson, 2009 
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BCA 204 : Data Base Management system     

Unit -I  

Data base System Concepts &  Architecture: Overview of DBMS, Basic DBMS terminology, data 

base system v/s file system, Advantages and dis- advantages of DBMS, Codd rules, and data 

independence. Architecture of a DBMS, Schemas, Instances, Database Languages, Database 

Administrator, Data Models.  

Unit -II  

Data Modeling: Data modeling using the entry relationship Model: ER model concepts, Notation 

for ER diagram, Mapping constraints, keys, concepts of super key, candidate key, primary key, 

Generalization, aggregation. 

Relational Algebra: Fundamental operations of relational algebra & their implementation, 

interdependence of operation. 

Unit -III  

Database Design: Functional dependencies, loss less decomposition, 1st, 2nd & 3rd normal forms, 

Dependency preservation, boyce codd NF. Introduction to Transactions, transaction states.  

 Security: Access control, Backup, recovery, maintenance and performance. 

Unit -IV  

Introduction  to SQL: Characteristics of SQL, Advantages of SQL, SQL data types and literals, 

Types of SQL commands, SQL operators and their procedure, Tables, views and indexes, Queries 

and sub queries, Aggregate functions, insert, update and delete operations, Joins, unions, 

Intersection , Minus in SQL. 

 Unit -V 

Introduction  to Advance DBMS: 

Object ïbased Databases: Object ï Oriented Databases: Objectïoriented data model, Object 

Oriented Languages, Persistent Programming Languages. Object ï Relational Databases:   Nested 

Relations, Storage for Object Databases  

Distributed Data bases: Distributed Data Storage, Distributed Transactions, Commit protocol, 

Concurrency Control in Distributed Database, Availability, Distributed Query Processing 

Reference Books: 

1. Korth H F and Silberschataz A, System Concepts, Sixth Edition; McGraw Hill,  2006 

2. Leon, and Leon, SQL Tata McGraw Hill  Pub. Co. Ltd. 

3. Ivan Bayross; SQL/PL 4th Edn: BPB, 2009 

4. Data C J Database Management System, Pearson Education Asia. 

5. Singh S.K; Database Systems; I Edition; Pearson,2006  
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BCA 205 :Web Designing and Multimedia   

Unit -I  

World  Wide Web: Elements of the web, Web browser and its types, viewing pages with a 

browser, using a browser for Mail, News and chat, Security and Privacy issues (cookies, firewalls, 

executable Applets and scripts, blocking system),Plug-Ins and Active controls, dealing with Web 

pages that contain Active X, playing streaming Audio and Video, playing MP music. Using Search 

engines, subscriptions and channels, making use of web resources (Portal, News and weather, 

sports Personal Financing and Investing, Entertainment, shopping, Computers and Internet, Travel, 

Health and Medicine, Communities and Clubs). 

Unit -II  

HTML  Fundamentals: Introduction to HTML, Creating HTML pages, Incorporating Horizontal 

Rules and Graphical elements, hyper ïlinks, Creating HTML Tables, Creating HTML forms. 

HTML and Image Techniques, HTML and page, frames, Development of website and webpage 

(Planning, Navigation and Themes, Elements of a Web page, steps of creating a site, publishing 

and publicizing site structuring web site).  

Unit -III  
Introduction  to DHTML : features of DHTML, CSS: Types of style sheets, Different elements of 

style sheets, filter effects, IFrame, DIV and Layer Tags. 

Unit -IV  

Java script fundamental: Introduction to java script working with Variables and data functions, 

Methods and events, Controlling Programming Flow. The Java Script Object Model Java Script 

language Objects, Developing Interactive Forms, Cookies and java Script Security Controlling 

Frames in Java Scripts, Client Side Java Script Custom , Java Script Objects. Introduction to 

JQuery and AJAX. 

Unit -V 

Introduction  of Photoshop:  

Creating a New File :- Main Selections, Picking color, Filling a selection with color, More ways 

to choose colors and fill  selections, Painting with paintbrush tool, 

Using the magic tool and applying a filter, Saving your documents (save your file:- JPEG, TIFF 

GIF, PNG), Introduction and use of layers, Introduction and use of tool of Photoshop. 

Introduction  to Coral draw:- Introduction to coral draw, use and importance in designing, 

various graphic file and file extension, vector image and raster images, Introduction to screen and 

work area. 

Introduction uses of tool of coral draw. 

Reference Book:- 

1. Mastering HTML 5.0 by Deborah S.Ray an Eric J. Ray From BPB 

2. Mastering Java Script, BPB publication. 

3. Black book Photoshop. 4. Black book Coral Draw. 
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BCA 206 (A):Object Oriented Concepts (Through óC++ô) 

Unit -I  

Introduction   to Object Oriented Concepts: Evolution of OOP, OOP Paradigm, advantage of 

OOP, comparison between functional programming and OOP  approach, characteristics of 

object oriented language ï objects, classes, inheritance, reusability, user defined data types, 

polymorphism, overloading. 

Unit -II  

Introduction  to C++:  C++ tokens, data types, C++ operators, types conversion, variable 

declaration, arrays, statements, expressions, conditional statements, Jumping statements, loops, 

functions, pointers, structures.   

Unit -III  

Classes and Objects: Classes, object, defining member functions, arrays of class objects, 

pointers and classes, passing object, constructors, types of constructors, destructors, this pointer, 

access specifiers, friend functions, inline functions. 

Unit -IV  

Inheritance: Introduction, Importance of inheritance, types of inheritance, Constructor and 

Destructor in derived classes.  

Polymorphism: Function overloading, operator overloading, virtual functions, pure virtual 

functions. 

 Unit -V 
File Management: Handing data files (sequential and random), Opening and closing of files, 

stream state member functions, Operations on file, Templates, Exception Handing  

Referenced books:- 

1. Herbert Schildt; C++ The Complete Reference 4th Edn; TMH, 2003. 

2. Robert Lafore; Object oriented programming in C++ 4th Edition; Tec media.  

3. Balagurusamy; ñObject oriented programming in C++; 4th Edition TMH, 2009. 

4. Kanetkar Y.: LET US C++; BPB; 2009 
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BCA 206(B) :Programming through VB 6.0 

Unit -I  

Introduction  ï Introduction Graphical User Interface (GUI), Programming Language (procedural, Object Oriented, 

Event Driven), The visual Basic Environment, Editions of Visual Basic, features of VB, How to use VB complier, debug 

and run the programs, Introduction to tool box, object naming conventions, setting properties, Methods and Events, 

Working with basic objects ïforms, labels, Textboxes, command buttons, option button, check box, Frame and Image. 

Unit -II  

Programming Fundamentals: Data types of VB, Variables and Declaration, Scope of variables, Operators in VB, sub 

procedures and functions, control structures ï IF, Select... Case, Do while.... Loop, Do..... Loop while, Do..... Loop until, 

For ........Next, Exit For, Exit Do, with .......End With. Fixed size and Dynamic Arrays, control array, Data type 

conversion function, VB Built in functions in functions ï date, time Format and string.   

Unit -III  

Additional  Controls and Menus- List box and combo box controls, scroll bar, picture box control, shape and line 

controls, Timer control, Menu basics, Menu Editor, Creating menus, Assigning access keys and short cuts, separating 

menu items, creating popup menus, controlling menus at run time.  

Unit -IV  

Dialog Boxes, Mouse Events, MDI  Forms and Error  Handingï Standard, Custom and Common Dialog Control and 

Mouse Events, Creating and MDI  Form, Arranging the child forms, Adjusting the size of controls, Run time errors, 

Handling run rime errors by on error ... Statements, Err object, Debug and immediate window.  

 Unit -V 

Database Connectivity and Crystal Reportï Connecting with databases through ADODC control, Bounded and 

unbounded methods for displaying data, accessing and Navigating database, Record sets- Table types, Dynasts, snapshot, 

dynamic and forward only, connecting database using connection string, Introduction to crystal reports, sections of 

report, Creation of report using database, linking report with vb programs. 

References Books: 

1. Petroutsos Evangelos: Mastering Visual Basic 6.0 BPB Publications, 2002 

2. Nortonôs Peter: Guide to Visual Basic 6.0; Techmedia.  

3. Kurata Deborah: Doing Objects in Visual Basi; Techmedia. 

4. Mastering Database Programming with Visual Basic 6 by Petroutsos. 



    

 

Business Accounting 

 

Objective: The accounts which are prepared at the final stage of the accounting 
cycle to know the profit or loss and financial position of a business concern are 

called Accounts. 

 
 Units   Description 

 I   Basics of Bookkeeping  

 II  Systems of Bookkeeping 

 III  Depreciation and Ledger Accounting 

 

 IV   Final Accounts  

 V   Final Accounts with Adjustments 

Course Name : Bachelor of  Computer Application Subject Code:BCA201 



Unit -1  
Basics of Bookkeeping and Accounting Concepts 

Å Accruals concept. Revenue is recognized when earned, and expenses are recognized when 
assets are consumed. ... 

Å Conservatism concept. ... 

Å Consistency concept. ... 

Å Economic entity concept. ... 

Å Going concern concept. ... 

Å Matching concept. ... 

Å Materiality concept 

 

Financial Accounting 

 

 Financial accounting is the process of preparing financial statements that ŎƻƳǇŀƴƛŜǎΩ use to 
show their financial performance and position to people outside the company, Including 
investors, creditors, suppliers, and customers. 

 

 Companies issue financial statements on a routine schedule. The statements are 
considered external because they are given to people outside of the company, with the 
primary recipients being owners/stockholders, as well as certain lenders. If a corporation's 
stock is publicly traded, however, its financial statements (and other financial reporting's) 
tend to be widely circulated, and information will likely reach secondary recipients such as 
competitors, customers, employees, labour organizations, and investment analysts. 
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1. RECORDS FINANCIAL TRANSACTIONS 
2. CLASSIFY AND SUMMARIZE INFORMATION 
3. PREPARES FINANCIAL STATEMENTS 
4. INTERPRETS FINANCIAL INFORMATION 
5. COMMUNICATES ALL OUTCOMES 
   
  FINANCIAL ACCOUNTING PRINCIPLES 
 
 1. ACCRUAL PRINCIPLE 
2. CONSISTENCY PRINCIPLE 
3. COST PRINCIPLE 
4. ECONOMIC ENTITY PRINCIPLE 
5. FULL DISCLOSURE PRINCIPLE 
6. GOING CONCERN PRINCIPLE 
7. MATCHING PRINCIPLE 
8. MONETARY UNIT PRINCIPLE 
9. REVENUE RECOGNITION PRINCIPLE 
10. TIME PERIOD PRINCIPLE 
 
 

Scope of Financial Accounting 

Course Name : Bachelor of  Computer Application Subject Code:BCA201 



 

LIMITATIONS OF FINANCIAL ACCOUNTING 
 

1. Supplies Insufficient Information:   
2.  Controlling Cost not Possible: 
3. Historic in Nature: 
4. Recording Actual Cost: 
5. Difficulty in Price Fixation: 
6.  Technical Subject: 

 Unit -2  
Systems of Bookkeeping 

What is Bookkeeping 
 

Å Bookkeeping is the systematic way of recording financial transactions of a business. 
Å In recording the changes to Assets, Liabilities, Owner`s Equity are considered. 
Å Bookkeeping is the work of a bookkeeper (or book-keeper), who records the day-to-day financial 

transactions of a business. They usually write the daybooks (which contain records of sales, 
purchases, receipts, and payments), and document each financial transaction, whether cash or 
credit, into the correct daybookτthat is, petty cash book, suppliers ledger, customer ledger, etc.τ
and the general ledger. Thereafter, an accountant can create financial reports from the information 
recorded by the bookkeeper. 
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Elements of Bookkeeping 
Å Double Entry System 

Å Source Documents 

Å Journal/The day book 

Å Ledger 

Å Trial Balance 

Å Financial Statements 

Å Post Closing Trial Balance 

    Double Entry Bookkeeping System 

 
Å Double Entry Bookkeeping Method in bookkeeping 

Å Identifies dual affect of each transaction to assets, liabilities or owner's equity and record it in 
books. 

Å Rules of Double Entry Bookkeeping system Increase In Asset and Expenses- Debit Decrease In 
Asset and Expenses-Credit 
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Subsidiary Books: 
 
 Subsidiary Books are those books of original entry in which transactions of similar nature are 
recorded at one place and in chronological order. In a big concern, recording of all transactions in 
one Journal and posting them into various ledger accounts will be very difficult and involve a lot 
of clerical work. 

  

The different subsidiary books and their purpose are shown below: 
 
1. Purchases Day Book ς for recording credit purchase of goods only. Cash purchase or assets 
purchased on credit are not entered in this book. 
2. Sales Day Book ς for recording credit sales of goods only. Assets sold or cash sales are not 
recorded in this book. 
3. Purchases Returns Book ς for recording the goods returned to the suppliers when purchased 
on credit. 
4. Sales Returns Books ς for recording goods returned by the customers when sold on credit. 
5. Bills Receivable Book ς for recording the bills received [Bills Receivables] from customers for 
credit sales. 
6. Bills Payables Book ς for recording the acceptances [Bills Payables] given to the suppliers for 
credit purchases. 
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   Books of Prime Entry 
 
Books of prime entry OR books of original entry are books where transactions are first recorded. 
These may or may not be part of the double entry system. 
 

The main books of prime entry are: 
 

Sales day book 
Purchase day book 
Sales returns day book 
Purchases returns day book 
Bank Book 
Bank Book 
Cash Receipts Book 
Cash Payments Book 
Petty Cash Receipts Book 
Petty Cash Payments Book 
Journal 
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Bookkeeping Process 

Å Identifying 

Å Measure 

Å Record 

Å Classify 

Å Summarize 

Å Analyze  

Å Communicate   

 Unit -3  

Depreciation and Ledger Accounting 
 

 The ledger is the principal book of  accounting system. It contains  different accounts where  
transactions relating to that  account are recorded .A ledger is  the collection of all the accounts, 
debited or credited ,in the journal  proper and various special journal 

        

Types on the basis of format 

Å Physical ledger 

 This type of ledger is made up of paper. It can be physically touched. Ledgers were invented 
several centuries ago and this used to be the only available form until the widespread 
adoption of computers, in the mid to late 20th century. 
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Å Digital ledger 

 This type of ledger is a digital file, or collection of files, or a database. It can be 
manipulated only by means of computer programs, since it does not have a physical 
form. 

Å Etymology 

 The term ledger stems from the English dialect forms liggen or leggen, meaning "to lie or 
lay" (Dutch: liggen or leggen, German: liegen or legen); in sense it is adapted from the 
Dutch substantive legger, properly "a book laying or remaining regularly in one place" 

Dr         Cr. 

 

 

 

 

 

 

Classification of Ledger Accounting 
 

 Ledger accounts are classified in to five  categories namely assets, liabilities,  capital, 
revenues/ gains, and expense  losses. All these accounts may further be  put in to two 
groups,  i.e.  permanent  accounts and temporary accounts .All  permanent accounts are 
balanced and  carried forward to the next accounting  period .  
  

 

Date      Particular     J.F.    Amount    date     Particular    J.F.          Amount 
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Bank Reconciliation Statement 

 Businesses maintain cash book to record both the cash as well as bank transactions. A 
Cashbook has a cash column which shows cash available with the business and a bank 
column which shows cash at bank. 

Course Name : Bachelor of  Computer Application Subject Code:BCA201 



DEFINITION OF DEPRECIATION 

  

 Applies only to fixed assets. The whole cost of the fixed assets must be spread over  its useful 

life. The portion of the cost allocated to a particular accounting  period is charged as an expense 

against revenue. 

 Businesses can depreciate long-term assets for both tax and accounting purposes. For example, 
companies can take a tax deduction for the cost of the asset, meaning it reduces taxable 
income. However, the Internal Revenue Service (IRS) states that when depreciating assets, 
companies must spread the cost out over time. The IRS also has rules for when companies can 
take a deduction 

 

METHODS OF DEPRECIATION 
ÅStraight-Line 

 Units-of-output 

ÅReducing Balance 

 Double-declining-balance 

ÅRevaluation 

 Sum-of-the-years'-digits 
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 Importance OF DEPRECIATION 

 

Å Useful life:  
Å The amount of time a company expects an asset to be productive. Depreciation is calculated 

during this time period. 

Å Salvage value: 
Å  When a business gets rid of an asset, it could sell it for a reduced amount. This amount is 

called the salvage value. Overall depreciation is figured out by subtracting the salvage value 
from the asset cost. 

Å Depreciation method:  
Å there are two main methods of calculating. The first is the Straight Line Method, which takes 

the overall depreciation and divides it evenly over the useful life of the asset. 

 

  Depreciation per year =Original cost - Residual value 

        Expected useful life 
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THE UNITS-OF-OUTPUT METHOD 
 

 

 

 

 

 

 

 

 

THE DOUBLE-DECLINING BALANCE METHOD 

Course Name : Bachelor of  Computer Application Subject Code:BCA201 



 

THE DOUBLE-DECLINING BALANCE METHOD 
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Unit -4 

FINAL  ACCOUNTS  
 The accounts which are prepared at the final stage of the accounting cycle to know the 

profit or loss and financial position of a business concern are called Final Accounts. 
 From Trial Balance. Final Accounts include the  preparation of : 

1) Trading 

2) Profit & Loss account 

3) Balance Sheet 

Trading  Account  
 Trading account is prepared by trading  concerns i.e., concerns which purchase and  sell 

finished goods, to know the gross profit or  gross loss incurred by them from buying and  
selling of goods during a particular period of  time. Gross profit or gross loss is the  
difference between the cost of goods sold and  the proceeds of their sale. 

    Profit  & Loss Account  
 Non-corporate business organisation Profit & Loss  account is second part of income 

statement. It is  prepared to know the net loss of business during a  particular period. 
Every businessman has to spend  on expenses other than on manufacture or purchase  
of goods which are called indirect expenses. There  can be other incomes except sales. So 
gross profit or  loss is adjusted keeping in view these indirect  expenses and other incomes 
to find out net profit or  net loss. 
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Balance Sheet  

 Balance Sheet is a component of financial statements  which shows balances of capital, 

liabilities & assets. All nominal accounts are closed by transferring these to Trading & Profit 

& Loss Account. Only personal &  real accounts are left. 

Opening entries 
The opening balance is usually that balance which is brought forward at the beginning of 
an accounting year from the end of a previous accounting year. 

Closing Entries 
A closing entry is a journal entry that is passed at the end of the accounting year to transfer 
balances from a temporary account to a permanent account. 
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Unit-5 
Final Accounts with Adjustments 

  Adjustments in Final Account. ... The adjustment transactions represent such items of 
incomes and expenditures, which relate to the current year and have not yet been 
brought into the book of accounts. Such financial transactions are adjusted after the 
preparation of trial balance. 

Composition of Final Accounts 
 
 
 
 
 

 List of Important Adjustments 
Å Outstanding Expenses  
Å Prepaid Expenses  
Å Accrued Income  
Å Income Received in Advance 
Å Closing Stock  
Å Depreciation 
Å Interest on capital 
Å Interest on Drawings 
Å Provision for Bad Debts 
Å Provision of Discount of Debtors 
Å Opening Stock 

Manufacturing 
Account 

Trading Account 
Profit & Loss 

Account  
Trading 
Account 
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Prepaid Expenses, Accrued Income and Income Received in 
Advanced 

 As we know that accounting is done on the basis of the Accrual concept. As per this 
concept, we not only record the transactions that are in cash only but also those 
which relate to the accounting year whether in cash or not. In order to determine 
the correct profit and loss and the true and fair financial position at the end of the 
year, we need to account for all the expenses and incomes pertaining to the current 
accounting year. Thus, Outstanding Expenses, Prepaid Expenses, Accrued Income 
and Income Received In Advance require adjustment. 

Outstanding Expenses 
Å Sometimes in the normal course of business, an enterprise may have some 

expenses relating to which the payment is due at the end of the year. We know 
these expenses as Outstanding Expenses. 

Å Wages, salary, rent, interest on the loan, etc. are examples of such expenses that 
may remain due at the end of the accounting year. 

Å However, we need to record them as they relate to the incomes of the current year. 
Like all other expenses, they are also a charge against the profit of the current year. 
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  Date  Particulars  Amount (Dr.) Amount (Cr.) 

    

   Expense A/c Dr. 

   To Outstanding Expense A/c 

   (Being recording the expense for  

   the current year outstanding) 

 

Prepaid Expenses 
 In the normal course of business, some of the expenses may be paid in advance. 

However, the organization may not receive the benefits from these expenses by the end 
of the current accounting year. We call these expenses as prepaid expenses. We treat 
them as current assets. 

 

 Date  Particulars  Amount (Dr.) Amount (Cr.)
  Prepaid Expense A/c       Dr. 

   To Expense A/c 

   (Being prepaid expense 

    recorded) 
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Accrued Income  

 It may so happen that we may earn some incomes during the current accounting 
year but not receive them in the same year. Such income is accrued income. 

 

 Date  Particulars  Amount (Dr.) Amount (Cr.)
  Accrued Income A/c       Dr.    
  To Income A/c     
  (Being recording of     
   accrued incomes) 

 

Income Received in Advance 

 In the ordinary course of a business, it may receive some incomes in advance in 
spite of not rendering the services. Such incomes are incomes received in advance. 

 Thus, these are not pertaining to the current accounting year. Therefore, these are 
current liabilities. 
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 Date  Particulars  Amount (Dr.) Amount (Cr.)
  Income A/c Dr.    
  To Income Received in Advance A/c   
  (Being income received in     
  advance recorded) 
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BCA 202 : Discrete Mathematics   

Unit -I  

Number Systems:  Number systems ï natural number, integers, rational numbers, real numbers, 

complex numbers, arithmetic modulo a positive integer. Radix r representation (decimal and binary ), 

Change of radix (decimal to binary and vice versa ) 

Binomial Theorem and Mathematical Induction: Binomial Theorem for positive integral indices, 

general and middle term in binomial expansion with simple applications. Some simple problems of 

Principle of Mathematical induction.    

Recurrence Relations and Generating Functions: Recurrence relation, linear recurrence relation 

with constant coefficients, solution of linear recurrence relation with constant coefficients. Generating 

functions, Solution of recurrence relations using generating functions.  

Unit -II  

Sets: Definition of sets, representation of sets, type of sets, Operations on sets, sub sets, Power set, 

Universal set, Complement of a set union and Intersection of two sets, Venn diagrams, De- Morganôs 

law of sets, partition of sets, Duality principles.  

Relations: Relation, Types of relations ï reflexive, symmetric, anti- symmetric, transitive, equivalence 

and partial order relation. Relation and diagraphs, Cartesian product of two sets.  

Functions: Function, domain and range, One to one and onto functions, composite functions, inverse 

of functions, Binary operations.   

Unit -III  

Logic and Proofs :  Proposition, Conjunction, Disjunction, Negation , Compound proposition, 

Conditional propositions ( Hypothesis, conclusion, necessary and sufficient condition ) and logical 

equivalence, De Morganôs law, Tautology and contradiction , quantifiers, universally quantified 

statement, component of a mathematical system (axiom, definitions, undefined terms, theorem, lema 

and corollary ), proofs (direct proofs, indirect proofs , proof  by contra- positive), Mathematical 

Induction. 

Boolean Algebra: Definition and Laws of Boolean Algebra, Boolean functions, Simplification of 

Boolean functions, Special forms of Boolean functions, and application of Boolean algebra (open and 

closed switches, switches in series and parallel). Logic gates and Circuits.  

Unit -IV  

Graph: Basic terminology, directed and undirected graphs, path and connectivity, types of graphs-null, 

Regular, Complementary, Complete, Weighted and Bipartite. Sub graphs, Operation on graphs ïunion, 

intersection, complement, product and composition. Representation of graphs in computer memory 

(matrix representation) - Adjacency matrix, Incidence matrix, Fusion of graphs. Isomorphic and 

Homeomorphic graphs, Paths and cycles, Eulerian and Hamiltonian graphs, shortest path algorithm. 

Planar graphs, graph coloring, Shortest path algorithms. Travelling salesman problem.  BCA 32 
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BCA 202 : Discrete Mathematics   

Å Aim and Objective: The aim of the discrete mathematics is the study of mathematical structures that are 

fundamentally discrete rather than continuous. In contrast to real numbers that have the property of varying 

"smoothly", the objects studied in discrete mathematics ï such as integers, graphs, and statements in logic 

do not vary smoothly in this way, but have distinct, separated values. Discrete mathematics therefore 

excludes topics in "continuous mathematics" such as calculus and analysis. Discrete objects can often be 

enumerated by integers. More formally, discrete mathematics has been characterized as the branch of 

mathematics dealing with countable sets 
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Unit Description 

I Number Systems, Binomial Theorem and Mathematical Induction, Recurrence 

Relations and Generating Functions 

II Sets, Relations and Functions 

III Logic and Proofs, Boolean Algebra 

 

IV Graph 
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Unit-I  

Binomial Theorem and Mathematical Induction, Recurrence Relations and Generating Functions 

Number Systems:  

Natural number-  Natural numbers are the numbers which are positive in nature and includes 

numbers from 1 till infinity(Ð). These numbers are countable and are generally used for 

calculation purpose.  The set of natural numbers is represented by the letter ñNò. 

N = {1,2,3,4,5,6,7,8,9,10éé.} 

All natural numbers are whole numbers, but all whole numbers are not natural numbers. 

Whole Numbers = {0,1,2,3,4,5,7,8,9,é.}  

Integers -  are the numbers which can be positive, negative or zero. These numbers are used to 

perform various arithmetic calculations, like addition, subtraction, multiplication and division.  

Rational Numbers- are represented in p/q form where q is not equal to zero. It is also a type of 

real number. Any fraction with non-zero denominators is a rational number. Hence, we can say 

that ó0ô is also a rational number, as we can represent it in many forms such as 0/1, 0/2, 0/3, etc. 

But, 1/0, 2/0, 3/0, etc. are not rational, since they give us infinite values.  

Real Numbers :- Real numbers can be defined as the union of both the rational and irrational 

numbers. They can be both positive or negative and are denoted by the symbol ñRò. All  the natural 

numbers, decimals and fractions come under this category. See the figure, given below, which 

shows the classification of real numerals. 

Complex numbers- When we combine a Real Number and an Imaginary Number we get 

a Complex Number i.e. in the form of a + ib. 

 

) 
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Decimal Number- Base of this number is 10, digits are used to represent are 0,1,2,3,4,5,6,7,8,9. 

 

Binary  Number -Base of this number is 2, digits are used to represent are 0,1 

 

Octal Number -Base of this number is 8, digits are used to represent are 0,1,2,3,4,5,6,7. 

 

Hexa Decimal Number-Base of this number is 16, digits are used to represent are 

0,1,2,3,4,5,6,7,8,9,A,B,C,D,E,F. 
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Binomial Theorem and Mathematical Induction: 

Induction is a way of proving statements involving the words ñfor all n  ɴN,ò or in general, ñfor 

all integers n Ó k.ò Think of some statement that depends on n. 

For example, consider the statement P(n): ñ3 | (1 + 22nī1 )ò Of course, each one of the statements 

P(1), P(2), P(3), ... will  be either true or false. If  your goal is to prove they are all true, you might 

imagine starting by checking finitely many of them (e.g., P(1): ó3 | 3ò is clearly true, and P(2): ñ3 | 

9ò is clearly true.) No matter how many you check, though, this will  never be a proof that all of 

the statements are true. 

If  we show that P(1) is true, and we show that the chain of implications P(1) ᵼ P(2) ᵼ P(3) ᵼ ... 

ᵼ P(n) ᵼ P(n + 1) ᵼ ... is true, then we have really proven that we can always start with knowing 

P(1) and follow this chain until we find out that any P(n) is true! You can imagine induction as a 

way to prove we can climb as high as we want to on a ladder. Rather than climbing all the way to 

the top, we simply say: ñI can get on the first rung of the ladderò and ñIf Iôm on a rung of the 

ladder, I know how to climb up to the next one.ò 

 

Principle of Mathematical Induction Fix an integer k  ɴZ. Let P(n) be a statement for each n Ó 

k. If  both of the following are true: (a) P(k) is true (b) for all n Ó k, P(n) ᵼ P(n + 1), then P(n) is 

true for all integers n Ó k.  
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Proof: Even though this is a fairly intuitive principle, we can provide a proof (based on the well-

ordering property of the integers). As you might expect, the proof is by contradiction. For 

simplicity, we will  assume k = 1 in the proof (it would work for any k, though). Notice that this 

theorem is an implication: We want to show that ((a) and (b)) ᵼ (P(n) is true for all n  ɴN.) 

Assume that we know both (a) and (b) are true .  

 

For a contradiction, assume that there exists an integer m  ɴN such that P(m) is false. Consider the 

set S = {n  ɴN : P(n) is false} S is a subset of the natural numbers; also, note that m  ɴS so that S 

is nonempty. Then, consider m1, the smallest natural number that is in S. Since by (a) we know 

that P(1) is true, it must be that m1 Ó 2; this guarantees that m1 ī 1 is a natural number. Since m1 

is the smallest element in S, m1 ī 1 /ɴ S, which means that P(m1 ī 1) is true. But (b) tells us that 

P(m1 ī 1) ᵼ P(m1). Therefore, P(m1) is true, which means m1 /ɴ S. This is a contradiction. Our 

assumption that such an m exists must have been wrong, and hence, P(n) is true for every n  ɴN. 

To prove a statement P(n) is true for all n  ɴN by induction, we simply prove the statements (a) 

and (b) above.  

The outline of a proof by induction looks like this:  

Base case: Check that P(k) is true. Inductive step: Fix any n Ó k. Assume P(n) is true. ..... use this 

hypothesis and any other true facts or logic that you need ..... Conclude that P(n + 1) is true. The 

base case shows that P(k) is true, and the inductive step proves that ñfor all n Ó k, P(n) ᵼ P(n + 

1).ò Once we have done both these steps, applying the Principle of Mathematical Induction allows 

us to conclude that P(n) is true for every integer n Ó k.  
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Definitions  

Base case: The step in a proof by induction in which we check that the statement is true a specific 

integer k. (In other words, the step in which we prove (a).)  

Inductive step: The step in a proof by induction in which we prove that, for all n Ó k, P(n) ᵼ P(n 

+ 1). (I.e., the step in which we prove (b).)  

Inductive hypothesis: Within the inductive step, we assume P(n). This assumption is called the 

inductive hypothesis.  

Sigma notation: The notation Pn k=1 ak is short-hand for the sum of all the akôs from k = 1 to n. 

That is, Pn k=1 ak = a1 + a2 + ... + anī1 + an. (Similarly, the product notation is Qn k=1 ak = a1 · 

a2 · ... · anī1 · an.)  

Binomial coefficients: Let n  ɴN. If  0 Ò r Ò n, the binomial coefficient (often read ñn choose rò is 

defined to be  n r  = n! r!(n ī r)!. Examples We used induction to prove each of the following 

examples in lecture.  

1. Prove Xn k=1 k = n(n + 1) 2 for all n  ɴN.  

2. Fix a (real) number p > ī1.  

Prove that (1 + p) n Ó 1 + np for all n  ɴN.  

3. Fix x, y  ɴZ. Prove that x 2nī1 + y 2nī1 is divisible by x + y for all n  ɴN.  

4. Prove that 10n < n! for all n Ó 25. 5. We can partition any given square into n sub-squares for all 

n Ó 6. The first four are fairly simple proofs by induction. The last required realizing that we could 

easily prove that P(n) ᵼ P(n + 3).  

We could prove the statement by doing three separate inductions, or we could use the Principle of 

Strong Induction. 
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Recurrence relation is a way of defining a series in terms of earlier member of the series. With a 

few initial terms, it is a complete description and if often much simpler than an explicite formula 

for the n-th term of the series which only uses n, not earlier terms. 

Generating function (GF) is an infinite polynomial in powers of x where the n-th term of a series 

appears as the coefficient of x^(n) in the GF. Where there is a simple expression for the generating 

function, for example 1/(1-x), we can use familiar mathematical operations such as accumulating 

sums or differentiation and integration to find other related series and deduce their properties from 

the GF. 

When we have a series or numbers, a formula for the general term makes it easy to compute any 

term directly. However, sometimes it is not easy to find such a formula but it is much easier to 

find how one term relates to some of the earlier terms. 

For instance, the Fibonacci numbers 0,1,1,2,3,5,8,13,...0,1,1,2,3,5,8,13,... have a simple 

description where each term is related to the two terms before it. If F(n)F(n) is the nn̂ (th) term of 

this series then we have F(n)=F(nī1)+F(nī2)F(n)=F(n-1)+F(n-2). This is called a recursive 

formula  or a recurrence relation since it needs earlier terms to have been computed in order to 

compute a later term. 

A recurrence formula also needs some initial terms  since at the moment we could start form any 

two numbers and get very difference series: 

2, 1 leads to 2+1=3, 1+3=4, 7, 11, .... called the Lucas Numbers whereas 

0, 1 leads 1, 1, 2, 3, 5, ... the Fibonacci Numbers. 

So the complete recurrence relation is 

F(0)=0,F(1)=1,F(n)=F(nī1)+F(nī2)ifnÓ2F(0)=0,F(1)=1,F(n)=F(n-1)+F(n-2)if nÓ2 
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Unit -II Sets, Relations and Functions 

Basic Set Theory :- 

A ñwell-defined collectionò of distinct objects can be considered to be a set. Thus, the principal 

property of a set is that of ñmembershipò or ñbelongingò. Well-defined, in this context, would 

enable us to determine whether a particular object is a member of a set or not.  

A set is typically expressed by curly braces, {  }  enclosing its elements. If  A is a set and a is an 

element of it, we write a  ɴA. The fact that a is not an element of A is written as a 6  ɴA. For 

instance, if  A is the set { 1, 4, 9, 2},  then 1  ɴA, 4  ɴA, 2  ɴA and 9  ɴA. But 7 6  ɴA,  ́6  ɴA, the 

English word ófourô is not in A, etc. 

The following notations will  be followed 

1. The empty set, denoted ,ɲ is the set that has no element.  

2. N := { 1, 2, . . .},  the set of Natural numbers;  

3. W := { 0, 1, 2, . . .},  the set of whole numbers  

4. Z := { 0, 1, ī1, 2, ī2, . . .},  the set of Integers;  

5. Q := {  p q : p, q  ɴZ, q 6= 0},  the set of Rational numbers;  

6. R := the set of Real numbers; and  

7. C := the set of Complex numbers.  

The set S that contains no element is called the empty set or the null set and is denoted by {  }  or 

.ɲ A set that has only one element is called a singleton set. 

One has three main ways for specifying a set. They are: 
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1. Listing all its elements (list notation), e.g., X = { 2, 4, 6, 8, 10} . Then X is the set of even integers 
between 0 and 12.  

2. Stating a property with notation (predicate notation), e.g.,  

 (a) X = {x  : x is a prime number}. This is read as ñX is the set of all x such that x is a 
 prime numberò. Here, x is a variable and stands for any object that meets the criteria 
 after the colon.  

 (b) The set X = { 2, 4, 6, 8, 10}  in the predicate notation can be written as i. X = {x  : 0 
 < x Ò 10, x is an even integer },  or ii . X = {x  : 1 < x < 11, x is an even integer },  or iii . 
 x = {x  : 2 Ò x Ò 10, x is an even integer }  etc. Note that the above expressions are  certain 
rules that help in defining the elements of the set X. In general, one writes X =  { x : p(x)} or X = {x  | 
p(x)}  to denote the set of all elements x (variable) such that  property p(x) holds. In the above, note that 
ñcolonò is sometimes replaced by ñ|ò.  

3. Defining a set of rules which generate its members (recursive notation), e.g., let X = {x  : x is an even 
integer greater than 3} . Then, X can also be specified by (a) 4  ɴX, (b) whenever x  ɴX, then x + 2  ɴX, 
and (c) every element of X satisfies the above two rules. 

 

Operations on Sets 

Let X and Y be two sets.  

1. The union of X and Y , denoted by X Y᷾ , is the set that consists of all elements of X and also all 
elements of Y . More specifically, X  ᷾Y = { x|x  ɴX or x  ɴY } .  

2. The intersection of X and Y , denoted by X ž Y , is the set of all common elements of X and Y . 
More specifically, X ž Y = { x|x  ɴX and x  ɴY } .  

3. The sets X and Y are said to be disjoint  if  X ž Y = .ɲ 

4. The set difference of X and Y , denoted by X \ Y , is defined by X \ Y = {x   ɴX : x 6  ɴY } .  

5. The set (X \ Y ) (᷾Y \ X), denoted by XæY , is called the symmetric difference of X and Y . 

Universal Set- Let U be the universal set and X Ṗ U. Then, the complement of X, denoted by Xc , 
is defined by Xc = {x   ɴU : x 6  ɴX} . 
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De-Morganôs Laws: (a). The De-Morganôs laws help us to convert arbitrary set expressions into those 
that involve only complements and unions or only complements and intersections. 

 (S ᷾  T) c = S c  ¢ c  
 ({  ¢ύ c = S c ᷾  T c 

Relations 

Let X and Y be two sets. Then their Cartesian product, denoted by X Ĭ Y , is defined as X Ĭ Y = {(a, b) : 
a ɴ  X, b ɴ  Y }. The elements of X Ĭ Y are also called ordered pairs with the elements of X as the first 
entry and elements of Y as the second entry. Thus, (a1, b1) = (a2, b2) if and only if a1 = a2 and b1 = b2. 

Let X and Y be two nonempty sets. A relation R from X to Y is a subset of X Ĭ Y , i.e., it is a collection 
of certain ordered pairs. We write xRy to mean (x, y) ɴ  R Ṗ X Ĭ Y . Thus, for any two sets X and Y , the 
sets ɲ  and X Ĭ Y are always relations from X to Y . A relation from X to X is called a relation on X 

Let X and Y be two nonempty sets and let R be a relation from X to Y . Then, the inverse relation, 
denoted by Rī1 , is a relation from Y to X, defined by Rī1 = {(y, x)  ɴY Ĭ X : (x, y) ɴ  R}. So, for all x ɴ  
X and y ɴ  Y (x, y) ɴ  R if and only if (y, x) ɴ  R ī1 

Let R be a nonempty relation from X to Y . Then, 1. the set dom R:= {x : (x, y) ɴ  R} is called the domain 
of R1 , and 2. the set rng R:= {y  ɴY : (x, y) ɴ  R} is called the range of R. 

Functions 

Let X and Y be nonempty sets and let f be a relation from X to Y .  

1. f is called a partial function from X to Y , denoted by f : X *  Y , if  for each x  ɴX, f({x})  is 
either a singleton or .ɲ  

2. For an element x  ɴX, if  f({x})  = {y},  a singleton, we write f(x) = y. Hence, y is referred to as 
the image of x under f; and x is referred to as the pre-image of y under f. f(x) is said to be 
undefined at x  ɴX if  f({x})  = .ɲ  

3. If  f is a partial function from X to Y such that for each x  ɴX, f({x})  is a singleton then f is 
called a function and is denoted by f : X Ÿ Y .  
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Observe that for any partial function f : X *  Y , the condition (a, b),(a, b0 )  ɴf implies b = b 0 . Thus, if  f : X 

*  Y , then for each x  ɴ X, either f(x) is undefined, or there exists a unique y  ɴ Y such that f(x) = y. 

Moreover, if  f : X Ÿ Y is a function, then f(x) exists for each x  ɴX, i.e., there exists a unique y  ɴY such 

that f(x) = y. It thus follows that a partial function f : X *  Y is a function if  and only if  dom f = X, i.e., 

domain s 

Convention:  

Let p(x) be a polynomial in the variable x with integer coefficients. Then, by writing óf : Z Ÿ Z is a function 

defined by f(x) = p(x)ô, we mean the function f = {(a, p(a)) : a  ɴZ} . For example, the function f : Z Ÿ Z 

given by f(x) = x 2 corresponds to the set {(a, a2 ) : a  ɴZ} .et of f is X.  

Let X be a nonempty set. 1. The relation Id := {(x,  x) : x  ɴX}  is called the identity relation on X. 2. The 

function f : X Ÿ X defined by f(x) = x, for all x  ɴX, is called the identity function and is denoted by Id. 3. 

The function f : X Ÿ R with f(x) = 0, for all x  ɴX, is called the zero function and is denoted by 0. 

A function f : X Ÿ Y is said to be injective (also called one-one or an injection) if  for all x, y  ɴX, x 6= y 

implies f(x) 6= f(y). Equivalently, f is one-one if  for all x, y  ɴX, f(x) = f(y) implies x = y 

Let f : X Ÿ Y be a function. Let A Ṗ X and A 6= .ɲ The restriction of f to A, denoted by fA, is the function 

fA = {(x,  y) : (x, y)  ɴf, x  ɴA}  

A function f : X Ÿ Y is said to be surjective (also called onto or a surjection) if  f ī1 ({b})  6=  ɲfor each b 

 ɴY . Equivalently, f : X Ÿ Y is onto if  there exists a pre-image under f, for each b  ɴY .  

Let X and Y be sets. A function f : X Ÿ Y is said to be bijective (also call a bijection) if  f is both one-one 

and onto. The set X is said to be equinumerous1 with the set Y if  there exists a bijection f : X Ÿ Y . 

Clearly, if  a set X is equinumerous with a set Y then Y is also equinumerous with X. Hence, X and Y 

are said to be equinumerous sets. 
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Composition of function :Let f and g be two relations such that rng f Ṗ dom g. Then, the composition of 
f and g, denoted by g Ǔ f, is defined as g Ǔ f = {(x,  z) : (x, y)  ɴf and (y, z)  ɴg for some y  ɴrng f Ṗ dom 
g} . Notice that the composition of two relations in the above definition is a relation. In case, both f and g 
are functions, g Ǔ f is also a function, and (g Ǔ f)(x) = g (f(x)) as (x, z)  ɴg Ǔ f implies that there exists y 
such that y = f(x) and z = g(y). Similarly, one defines f Ǔ g if  rng g Ṗ dom  

Algebra of composition of functions Let f : X Ÿ Y, g : Y Ÿ Z and h : Z Ÿ W be functions.  

1. Then, (h Ǔ g) Ǔ f : Z Ÿ W and h Ǔ (g Ǔ f) : X Ÿ W are functions. Moreover, (h Ǔ g) Ǔ f = h Ǔ (g Ǔ f) 
(associativity holds).  

2. If  f and g are injections then g Ǔ f : X Ÿ Z is an injection.  

3. If  f and g are surjections then g Ǔ f : X Ÿ Z is a surjection.  

4. If  f and g are bijections then g Ǔ f : X Ÿ Z is a bijection  

5. [Extension] If  dom f ž dom h =  ɲand rng f ž rng h =  ɲthen the function f  ᷾h from X  ᷾Z to Y  ᷾
W defined by f  ᷾h = {(a, f(a)) : a  ɴX}   ᷾{(c, h(c)) : c  ɴZ}  is a bijection.  

6. Let X and Y be sets with at least two elements each and let f : X Ÿ Y be a bijection. Then the 
number of bijections from X to Y is at least 2.  

Equivalence relation 

Let A be a nonempty set. Then, a relation R on A is said to be  

1. reflexive if  for each a  ɴA, (a, a)  ɴR.  

2. symmetric if  for each pair of elements a, b  ɴA, (a, b)  ɴR implies (b, a)  ɴR.  

3. transitive if  for each triple of elements a, b, c  ɴA, (a, b),(b, c)  ɴR imply (a, c)  ɴR 

Let A be a nonempty set. A relation on A is called an equivalence relation if  it is reflexive, 
symmetric and transitive. It is customary to write a supposed equivalence relation as Ḑ rather than 
R. The equivalence class of the equivalence relation Ḑ containing an element a  ɴA is denoted by 
[a], and is defined as [a] := {x   ɴA : x Ḑ a}.  
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Unit -III  Logic and Proofs, Boolean Algebra 

Boolean Algebra is the mathematics we use to analyse digital gates and circuits. We 
can use these ñLaws of Booleanò to both reduce and simplify a complex Boolean 
expression. 

The variables used in Boolean Algebra only have one of two possible values, a logic 
ñ0ò and a logic ñ1ò but an expression can have an infinite number of variables all 
labelled individually to represent inputs to the expression, For example, variables A, B, 
C etc, giving us a logical expression of A + B = C, but each variable can ONLY be a 0 
or a 1. 

Description of the Laws of Boolean Algebra 

Annulment Law ï A term ANDËed with a ñ0ò equals 0 or ORËed with a ñ1ò will equal 
1 

A . 0 = 0    A variable ANDôed with 0 is always equal to 0 

A + 1 = 1    A variable ORôed with 1 is always equal to 1 

  

Identity Law  ï A term ORËed with a ñ0ò or ANDËed with a ñ1ò will always equal that 
term 

A + 0 = A   A variable ORôed with 0 is always equal to the variable 

A . 1 = A    A variable ANDôed with 1 is always equal to the variable 

 

Idempotent Law ï An input that is ANDËed or ORËed with itself is equal to that input 

A + A = A    A variable ORôed with itself is always equal to the variable A . A = A     

A variable ANDôed with itself is always equal to the variable 
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 Complement Law ï A term ANDËed with its complement equals ñ0ò and a term ORËed with its 

complement equals ñ1ò 

 A . A = 0    A variable ANDôed with its complement is always equal to 0 

A + A = 1    A variable ORôed with its complement is always equal to 1 

 Commutative Law ï The order of application of two separate terms is not important 

 A . B = B . A    The order in which two variables are ANDôed makes no difference 

A + B = B + A    The order in which two variables are ORôed makes no difference 

 Double Negation Law ï A term that is inverted twice is equal to the original term 

 A = A     A double complement of a variable is always equal to the variable 

 de MorganËs Theorem ï There are two ñde MorganËsò rules or theorems, 

 (1) Two separate terms NORËed together is the same as the two terms inverted (Complement) 

and ANDËed for example:  A+B = A . B 

 (2) Two separate terms NANDËed together is the same as the two terms inverted (Complement) 

and ORËed for example:  A.B = A + B 

  

Other algebraic Laws of Boolean not detailed above include: 

Distributive Law  ï This law permits the multiplying or factoring out of an expression. 

 A(B + C) = A.B + A.C    (OR Distributive Law) 

A + (B.C) = (A + B).(A + C)    (AND Distributive Law)  
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Absorptive Law ï This law enables a reduction in a complicated expression to a 

simpler one by absorbing like terms. 

A + (A.B) = A    (OR Absorption Law) 

A(A + B) = A    (AND Absorption Law) 

 

Associative Law ï This law allows the removal of brackets from an expression and 

regrouping of the variables. 

 A + (B + C) = (A + B) + C = A + B + C    (OR Associate Law) 

A(B.C) = (A.B)C = A . B . C    (AND Associate Law) 
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Propositional Logic A proposition is a collection of declarative statements that has either a truth 

value "trueò or a truth value "false". A propositional consists of propositional variables and 

connectives. We denote the propositional variables by capital letters (A, B, etc). The connectives 

connect the propositional variables. 

Some examples of Propositions are given below ī 

"Man is Mortal", it returns truth value ñTRUEò 

"12 + 9 = 3 ï 2", it returns truth value ñFALSEò 

The following is not a Proposition ī 

"A is less than 2". It is because unless we give a specific value of A, we cannot say whether the 

statement is true or false. 

Connectives 

In propositional logic generally we use five connectives which are ī 

OR (᷉ )᷉ ,AND (᷈ )᷈, Negation/ NOT (¬¬), Implication / if-then (ŸŸ), If and only if (ᵾᵾ). 

OR (᷉ )᷉ ī The OR operation of two propositions A and B (written as A B᷉A B᷉) is true if at least 

any of the propositional variable A or B is true. 
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A B A ᷉  B 

True True True 

True False True 

False True True 

False False False 

A B A ᷈  B 

True True True 

True False False 

False True False 

False False False 

 

 

AND ( )᷈ ī The AND 

operation of two 

propositions A and B 

(written as A B᷈) is 

true if both the 

propositional variable 

A and B is true.  
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A B ! Ҧ . 

True True True 

True False False 

False True True 

False False True 
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A B A ᵾ B 

True True True 

True False False 

False True False 

False False True 

 

 

A ¬ A 

True False 

False True 

Negation (¬¬) ī The negation of a proposition 

A (written as ¬A¬A) is false when A is true 

and is true when A is false.  

Implication / if -then (ŸŸ) ī An 

implication AŸBAŸB is the proposition ñif A, then 

Bò. It is false if A is true and B is false. The rest cases 

are true. 

If and only if (ᵾᵾ) ī AᵾBAᵾB is bi-

conditional logical connective which is true when 

p and q are same, i.e. both are false or both are 

true. 
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Predicate Logic A predicate is an expression of one or more variables defined on some specific 

domain. A predicate with variables can be made a proposition by either assigning a value to the 

variable or by quantifying the variable. 

The following are some examples of predicates ī 

Let E(x, y) denote "x = y" 

Let X(a, b, c) denote "a + b + c = 0" 

Let M(x, y) denote "x is married to yñ 

Well Formed Formula 

Well Formed Formula (wff ) is a predicate holding any of the following ī 

All  propositional constants and propositional variables are wffs 

If  x is a variable and Y is a wff , xᶅY xᶅY and xɱY xɱY are also wff  

Truth value and false values are wffs, Each atomic formula is a wff  

All  connectives connecting wffs are wffs 

Quantifiers- The variable of predicates is quantified by quantifiers. There are two types of 

quantifier in predicate logic ī Universal Quantifier and Existential Quantifier. 

Universal Quantifier - Universal quantifier states that the statements within its scope are true for 

every value of the specific variable. It is denoted by the symbol ᶪ .ᶅ xᶅP(x) xᶅP(x) is read as for 

every value of x, P(x) is true. 

Example ī "Man is mortal" can be transformed into the propositional form xᶅP(x) xᶅP(x) where 

P(x) is the predicate which denotes x is mortal and the universe of discourse is all men. 

Existential Quantifier  - Existential quantifier states that the statements within its scope are true 

for some values of the specific variable. It is denoted by the symbol ᶬ .ɱ xɱP(x) xɱP(x) is read as 

for some values of x, P(x) is true. 
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Example ī "Some people are dishonest" can be transformed into the propositional 

form xɱP(x) xɱP(x) where P(x) is the predicate which denotes x is dishonest and the universe of 

discourse is some people. 

Nested Quantifiers 

If  we use a quantifier that appears within the scope of another quantifier, it is called nested 

quantifier. 

Example 

 ᶅa bɱP(x,y)  ᶅa bɱP(x,y) where P(a,b)P(a,b) denotes a+b=0a+b=0 

 ᶅa bᶅ cᶅP(a,b,c)  ᶅa bᶅ cᶅP(a,b,c) where P(a,b)P(a,b) denotes a+(b+c)=(a+b)+c 

Table for Rules 
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Rule of Inference Name Rule of Inference Name 

 
PḈP Q᷉PḈP᷉ Q 

Addition 
 

P Q᷉¬PḈQP᷉ Q¬PḈQ 
Disjunctive Syllogism 

 
PQḈP Q᷈PQḈP᷈ Q Conjunction 

 
PŸQQŸRḈPŸRtҦvvҦwḈP

Ҧw 
Hypothetical Syllogism 

 
P Q᷈ḈPP᷈ QḈP Simplification 

 
(PŸQ) (᷈RŸS)P R᷉ḈQ S᷉όtҦ

Q)᷈ όwҦ{ύtR᷉ḈQ S᷉ 
Constructive Dilemma 

 
PŸQPḈQtҦvtḈQ 

Modus Ponens 

 
(PŸQ) (᷈RŸS)¬Q ¬᷉SḈ¬P ¬᷉

RόtҦvύό᷈wҦ{ύҘv¬᷉SḈ¬P᷉ ¬R Destructive Dilemma 

 

PŸQ¬QḈ¬PPŸQâQḈ¬P Modus Tollens 
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Unit-IV Graph 

A graph is a set of points, called nodes or vertices, which are interconnected by a set of lines 

called edges. The study of graphs, or graph theory is an important part of a number of disciplines 

in the fields of mathematics, engineering. 

A graph (denoted as G=(V,E)) consists of a non-empty set of vertices or nodes V and a set of 

edges E. 

Let us consider, a Graph is G=(V,E) where  

V={a,b,c,d}  and E={{ a,b},{ a,c},{ b,c},{ c,d}}  

 

Degree of a Vertex Tī The degree of a vertex V of a graph  

G (denoted by deg (V)) is the number of edges incident with  

the vertex V. 
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Vertex Degree Even / Odd 

a 2 even 

b 2 even 

c 3 odd 

d 1 odd 
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Even and Odd Vertex ī If  the degree of a vertex is even, the vertex is called an even vertex and 

if  the degree of a vertex is odd, the vertex is called an odd vertex. 

Degree of a Graph ī The degree of a graph is the largest vertex degree of that graph. For the 

above graph the degree of the graph is 3. 

The Handshaking Lemma ī In a graph, the sum of all the degrees of all the vertices is equal to 

twice the number of edges. For example, in above case, sum of all the degrees of all vertices is 8 

and total edges are 4. 

There are mainly two ways to represent a graph ī 

Adjacency Matrix 

Adjacency List 

Adjacency Matrix  

An Adjacency Matrix A[V][V] is a 2D array of size V Ĭ V where VV is the number of vertices in a 

undirected graph. If there is an edge between Vx to Vy then the value of A[Vx][Vy]=1 and 

A[Vy][Vx]=1, otherwise the value will be zero. And for a directed graph, if there is an edge 

between Vx to Vy, then the value of A[Vx][Vy]=1, otherwise the value will be zero. 

Adjacency Matrix of an Undirected Graph 

Let us consider the following undirected graph and  

construct the adjacency matrix ī 
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The adjacency matrix of the above-undirected graph will be ī 
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a b c d 

a 0 1 1 0 

b 1 0 1 0 

c 1 1 0 1 

d 0 0 1 0 

Adjacency Matrix of a Directed Graph 

Let us consider the following directed graph and construct its adjacency matrix ī 

a b C d 

a 0 1 1 0 

b 0 0 1 0 

c 0 0 0 1 

d 0 0 0 0 
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Adjacency List 

In the adjacency list, an array (A[V])  of linked  

lists is used to represent the graph G with V  

number of vertices. An entry A[Vx] represents  

the linked list of vertices adjacent to the Vx-th  

vertex. The adjacency list of the undirected graph is  

as shown in the figureī 

 

Bipartite Graph  - If the vertex-set of a graph G can be 

split into two disjoint sets, V1 and V2 , in such a way  

that each edge in the graph joins a vertex in V1 to a  

vertex in V2 , and there are no edges in G that connect  

two vertices in V1 or two vertices in V2 , then the graph  

G is called a bipartite graph. 

Complete Bipartite Graph - A complete bipartite graph is  

a bipartite graph in which each vertex in the first set is joined 

to every single vertex in the second set. The complete bipartite  

graph is denoted by Kx,y where the graph G contains x vertices  

in the first set and y vertices in the second set. 
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Euler Graph  - A connected graph G is called an Euler graph,  

if there is a closed trail which includes every edge of the graph G. 

Euler Path - An Euler path is a path that uses every edge of a  

graph exactly once. An Euler path starts and ends at different vertices. 

Euler Circuit  - An Euler circuit is a circuit that uses every edge of  

a graph exactly once. An Euler circuit always starts and ends at the 

 same vertex. A connected graph G is an Euler graph if and only if  all  

vertices of G are of even degree, and a connected graph G is Eulerian if  

and only if its edge set can be decomposed into cycles. 

Non-Euler Graph- Here degree of vertex b and d is 3, an odd degree  

and violating the euler graph condition. 

Hamiltonian graph  - A connected graph G is called Hamiltonian graph 

 if there is a cycle which includes every vertex of G and the cycle is  

called Hamiltonian cycle. Hamiltonian walk in graph G is a walk that passes  

through each vertex exactly once. 

Dirac's Theorem - If G is a simple graph with n vertices, where n Ó 3  

If deg(v) Ó {n}/{2} for each vertex v, then the graph G is Hamiltonian  

graph. 

Ore's Theorem - If G is a simple graph with n vertices, where n Ó 2 if  

deg(x) + deg(y) Ó n for each pair of non-adjacent vertices x and y, then the  

graph G is Hamiltonian graph. 
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Isomorphism 

If two graphs G and H contain the same number of vertices connected in the same way, they are called isomorphic 
graphs (denoted by G ḙ H). 

It is easier to check non-isomorphism than isomorphism. If any of these following conditions occurs, then two 
graphs are non-isomorphic ī 

The number of connected components are different 

Vertex-set cardinalities are different 

Edge-set cardinalities are different 

Degree sequences are different 

Homomorphism 

A homomorphism from a graph G to a graph H is  

a mapping (May not be a bijective mapping)  

h: G Ÿ H such that ī (x, y)  ɴE(G) Ÿ (h(x), h(y))  ɴE(H). It maps adjacent vertices of graph G to the adjacent 
vertices of the graph H. 

Properties of Homomorphisms 

A homomorphism is an isomorphism if it is a bijective mapping. 

Homomorphism always preserves edges and connectedness of a graph. 

The compositions of homomorphisms are also homomorphisms. 

To find out if there exists any homomorphic graph of another graph is a NP complete problem. 

Planar graph ī A graph G is called a planar graph if it can be drawn in a plane without any edges crossed. 
If we draw graph in the plane without edge crossing, it is called embedding the graph in the plane. 
Non-planar graph ī A graph is non-planar if it cannot be drawn in a plane without graph edges crossing. 
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BCA 203 : Operating system 

Unit I  ï   Introduction 

Unit II -   Process Management  

Unit III -  Memory Management: 

Unit IV - Information Management 

Unit  V-  Distributed Computing 
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Aim and Objective : To make the computer system convenient to use in an 

efficient manner. To hide the details of the hardware resources from the users. To 

provide users a convenient interface to use the computer system. 



Necessity of Operating system 

An operating system is the most important software that runs on a computer. It manages the computer's 

memory and processes, as well as all of its software and hardware. It also allows you to communicate 

with the computer without knowing how to speak the computer's language. 

 operating system terminology 

Evolution of operating system  

Operating system evolution The first computers used batch operating systems, in which the computer ran 

batches of jobs without stop. Programs were punched into cards that were usually copied to tape for 

processing. When the computer finished one job, it would immediately start the next one on the tape. 

Multiprogramming  system 

Multiprogramming. Sharing the processor, when two or more programs reside in memory at the same 

time, is referred as multiprogramming. Multiprogramming assumes a single shared 

processor. Multiprogramming increases CPU utilization by organizing jobs so that the CPU always has 

one to execute. 

Batch system 

Batch operating system do not interact with the computer directly. Each user prepares his job on an off-

line device like punch cards and submits it to the computer operator. To speed up processing, jobs with 

similar needs are batched together and run as a group. 
Timesharing system 

Time-sharing is a technique which enables many people, located at various terminals, to use a particular 

computer system at the same time. Time-sharing or multitasking is a logical extension of 

multiprogramming. Processor's time which is shared among multiple users simultaneously is termed 

as time-sharing. 
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Process control  
A process control block (PCB) is a data structure used by computer operating systems to store all the 

information about a process. It is also known as a process descriptor. When a process is created 

(initialized or installed), the operating system creates a corresponding process control block. 

Real-time system  
A real-time operating system (RTOS) is an operating system (OS) intended to serve real-

time applications that process data as it comes in, typically without buffer delays. 

Processing time requirements (including any OS delay) are measured in tenths of seconds or shorter 

increments of time. 

Factors in OS Design  

Performance protection and security 
Protection and security requires that computer resources such as CPU, software's, memory etc. 

are protected. This extends to the operating system as well as the data in the system. ... 

The system must be protect against unauthorized access, viruses, worms etc. 

Correctness 
Correctness is a continuous variable. A given piece of software can be more or less correct. It might 

not recognize a particular valid input. It might crash, hang, or produce an incorrect result for valid 

input. The unit of measure of correctness is defect density, the number of defects per line of code. 

Maintainability  application integration 

 maintainability is the ease with which a product can be maintained in order to: correct defects or their 

cause, repair or replace faulty or worn-out components without having to replace still working parts, 

make future maintenance easier, or. cope with a changed environment. 
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Portability  
Portability is a characteristic attributed to a computer program if it can be used in an operating systems 

other than the one in which it was created without requiring major rework. Porting is the task of doing 

any work necessary to make the computer program run in the new environment. 

Interoperability  
Ability of a computer system to run application programs from different vendors, and to interact with 

other computers across local or wide-area networks regardless of their physical architecture and operating 

systems. 

Device Management 
Device Management is another important function of the operating system. Device management is 

responsible for managing all the hardware devices of the computer system. An operating system manages 

the devices in a computer system with the help of device controllers and device drivers 

 I/O Programming concepts 

The primary role of the operating system in computer Input / Output is to manage and organize I/O 

operations and all I/O devices. In this chapter, you will learn about the various uses of input output 

devices concerning the operating system. 

Device controllers 
A device controller is a part of the computer system that makes sense of the signals going to and coming 

from the CPU. 

Device drives Interrupt Driven I/O 
Interrupt-driven system. An operating system in which the interrupt system is the mechanism for 

reporting all changes in the states of hardware and software resources, and such changes are the events 

that induce new assignments of these resorces to meet work-load demands. 

 

Course Name : Bachelor of  Computer Application Subject Code:BCA203 

Unit I  ς   Introduction 

61 BCA 



Memory Mapped I/O 
Memory mapped I/O is a way to exchange data and instructions between a CPU and peripheral devices 

attached to it. Memory mapped IO is one where the processor and the IO device share the 

same memory location(memory),i.e. the processor and IO devices are mapped using 

the memory address. 

Direct Memory Access  
Direct memory access (DMA) is a feature of computer systems that allows certain hardware 

subsystems to access main system memory (random-access memory) independent of the central 

processing unit (CPU). 

Device management scenarios  
Serial communications 
Serial communications include most network devices, keyboards, mice, MODEMs, and terminals. 

When doing serial communications each word (i.e. byte or character) of data you send or receive is 

sent one bit at a time. 

Sequentially accessed storage devices 
Sequential access memory (SAM) is a class of data storage devices that read stored data in a sequence. 

This is in contrast to random access memory (RAM) where data can be accessed in any order. 

Sequential access devices are usually a form of magnetic storage or optical storage. 

Randomly accessed devices 
Random-access device. any memory device in which it is possible to find any particular record as 

quickly, on average, as any other record. The computer's internal RAM and disk storage devices are 

examples of random-access devices. Contrast sequential-access device. 
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Process Management 
È An operating system executes a variety of programs: 

Á Batch system ï jobs 
Á Time-shared systems ï user programs or tasks 

È Textbook uses the terms job and process almost interchangeably 
È Process ï a program in execution; process execution must progress in sequential fashion 

È Multiple parts 

Á The program code, also called text section 

Á Current activity including program counter, processor registers 

Á Stack containing temporary data 

Á Function parameters, return addresses, local variables 

Á Data section containing global variables 

Á Heap containing memory dynamically allocated during run time 

 
Process definition 
A process is basically a program in execution. The execution of a process must progress in a sequential 

fashion. A process is defined as an entity which represents the basic unit of work to be implemented in 

the system. 

process control 
 process control block (PCB) is a data structure used by computer operating systems to store all the 

information about a process. It is also known as a process descriptor. When a process is created 

(initialized or installed), the operating system creates a corresponding process control block. 
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Process Address Spaces 
An address space is a range of valid addresses in memory that are available for a program or process. 

That is, it is the memory that a program or process can access. The memory can be either physical or 

virtual and is used for executing instructions and storing data. 

 Process Abstraction 
Processes are the most fundamental operating system abstraction. Processes organize information about 

other abstractions and represent a single thing that the computer is "doing." You know processes as app 

Resource Abstraction 
Resource abstraction is the process of "hiding the details of how the hardware operates, thereby making 

computer hardware relatively easy for an application programmer to use"  

  

Scheduling Mechanisms 
First come-first served 
first come, first serve basis. It is a non-preemptive, pre-emptive scheduling algorithm. Easy to 

understand and implement. Its implementation is based on FIFO queue. 

Shortest job next 
Shortest job next (SJN), also known as shortest job first (SJF) or shortest process next (SPN), is a 

scheduling policy that selects for execution the waiting process with the smallest execution time 

Priority scheduling 
Priority scheduling is a non-preemptive algorithm and one of the most common scheduling algorithms in 

batch systems. Each process is assigned a priority. ... Processes with same priority are executed on first 

come first served basis. 
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Preemptive strategies (Round Robin, two queues, multiple level queues). 
Round Robin 
Round-robin (RR) is one of the algorithms employed by process and network schedulers in 

computing. As the term is generally used, time slices (also known as time quanta) are assigned to each 

process in equal portions and in circular order, handling all processes without priority (also known as 

cyclic executive). 

Two queues 
Queue is divided into separate queues for each class of processes. For example, let us take three 

different types of process System processes, Interactive processes and Batch Processes.  

Basic Synchronization principles 
Process Synchronization means sharing system resources by processes in a such a way that, 

Concurrent access to shared data is handled thereby minimizing the chance of inconsistent data. 

Maintaining data consistency demands mechanisms to ensure synchronized execution of cooperating 

processes. 

Semaphores 
Semaphore is a variable or abstract data type used to control access to a common resource by multiple 

processes in a concurrent system such as a multitasking operating system 

Shared memory multiprocessor 
A shared-memory multiprocessor is a computer system composed of multiple independent processors 

that execute different instruction streams. 

Synchronization 
Synchronization is a way to coordinate processes that use shared data. It occurs in an operating 

system among cooperating processes 
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Inter process communication 
Inter Process Communication (IPC) refers to a mechanism, where the operating systems allow 

various processes to communicate with each other. This involves synchronizing their actions and managing 

shared data. 

Inter process massages 
This communication could involve a process letting another process know that some event has occurred or 

transferring of data from one process to another. 

Deadlocks 
Deadlock occurs when a process or thread enters a waiting state because a requested system resource is 

held by another waiting process, which in turn is waiting for another resource held by another waiting 

process. 

Handling deadlock 
Deadlock prevention or avoidance - Do not allow the system to get into a deadlocked state. 

 

Deadlock detection and recovery - Abort a process or preempt some resources when deadlocks are detected. 
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Memory Management 
memory management is the function responsible for managing the computer's primary memory. 

The memory management function keeps track of the status of each memory location, either allocated 

or free.  It tracks when memory is freed or unallocated and updates the status. 

Requirements on the primary memory 
RAM is volatile memory, meaning it is erased when the power is turned off. Therefore, each time you 

start up your computer, the operating system must be loaded from secondary memory (such as a hard 

drive) into the primary memory 

Mapping the address space to primary Memory 
An address space is a range of valid addresses in memory that are available for a program or process. 

That is, it is the memory that a program or process can access. The memory can be either physical or 

virtual and is used for executing instructions and storing data. 

Dynamic Memory for data structures 
Dynamic memory allocation is when an executing program requests that the operating system give it a 

block of main memory. The program then uses this memory for some purpose. Usually the purpose is 

to add a node to a data structure. ... Memory may be returned whenever it is no longer needed. 

Memory allocation 
Memory allocation is the process of setting aside sections of memory in a program to be used to store 

variables, and instances of structures and classes.  When you declare a variable or an instance of a 

structure or class. The memory for that object is allocated by the operating system. 
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Dynamic address  
Dynamic address translation, or DAT, is the process of translating a virtual address during a storage 

reference into the corresponding real address. If  the virtual address is already in central storage, the 

DAT process may be accelerated through the use of a translation look aside buffer. 

 
Relocation 
Relocation is the process of assigning load addresses for position-dependent code and data of a 

program and adjusting the code and data to reflect the assigned addresses 

 
Swapping  
Swapping is a mechanism in which a process can be swapped temporarily out of main memory (or 

move) to secondary storage (disk) and make that memory available to other processes. At some later 

time, the system swaps back the process from the secondary storage to main memory. 

 
Virtual Memory 
A computer can address more memory than the amount physically installed on the system. This 

extra memory is actually called virtual memory and it is a section of a hard disk that's set up to emulate 

the computer's RAM. 

 
Shared Memory multiprocessors 
Shared-memory multiprocessor is an architecture consisting of a modest number of processors, all of 

which have direct (hardware) access to all the main memory in the system  
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Address translation paging 
When the system allocates a frame to any page, it translates this logical address into a physical 

address and create entry into the page table to be used throughout execution of the program. When a 

process is to be executed, its corresponding pages are loaded into any available memory frames. 
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Static paging algorithms 
Static Paging Algorithms Random-replacement Algorithms A random 

replacement algorithm When a missing page fault occurs and there are no available frames, 

simply choose one frame at random and replace its contents This algorithm, while easy to 

implement, has been found to be reasonably sub-optimal in comparison to other 

 

Dynamic paging algorithms 
operating system that uses paging for virtual memory management, page replacement 

algorithms decide which memory pages to page out, sometimes called swap out, or write to disk, 

when a page of memory needs to be allocated. 

 

Information Management  
Information management (IM)  is the collection and management of information from one or more 

sources and the distribution of that information to one or more audiences. This sometimes 

involves those who have a stake in, or a right to that information. 

Files (Low level files, structured files, database management systems, multimedia storage). Low 

level files implementation. 
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Storage Abstraction 
Storage Abstraction The operating system is the performance of a 

computer system hardware abstraction, through which people control the hardware, and to 

use the resources of the computer system. 
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Structure sequential files 
A sequential file is one in which records can only be accessed one after another from beginning to 

end.  

 
Indexed sequential files 
indexed sequential access method is a static, hierarchical, disk-based index structure that enables 

both (single-dimensional) range and membership queries on an ordered data file. The records of the 

data file are stored in sequential order according to some data attribute(s). 

 
Database Management System  
Database Management System (DBMS) is a software for storing and retrieving users' data while 

considering appropriate security measures. It consists of a group of programs which manipulate 

the database. 

 
Multimedia documents 
Multimedia document is a natural extension of a conventional textual document in 

the multimedia area. It is defined as a digital document that is composed of one or 

multiple media elements of different types (text, image, video, etc.) as a logically coherent unit. 
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Memory mapped files 
Memory mapped file is a feature for all modern operating system. It require coordination 

between the memory manager and the I/O subsystem. Basically, you can tell the OS that 

some file is the backing store for a certain portion of the process memory. In order to 

understand that, we have to understand virtual memory. 

 
Directories 
Directory can be viewed as a file which contains the Meta data of the bunch of files. 

Every Directory supports a number of common operations on the file 

 
Directory implementation 
Directory Implementation. There is the number of algorithms by using which, 

the directories can be implemented. ... The directory implementation algorithms are 

classified according to the data structure they are using. 

 
File sharing information across network remote 
File sharing is the practice of distributing or providing access to digital media, such as 

computer programs, multimedia (audio, images and video), documents or electronic books. 
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Viruses and Worms 
viruses and worms is that viruses require an active host program or an already-infected and active 

operating system in order for viruses to run, cause damage and infect other executable files or 

documents, while worms are stand-alone malicious programs that can self-replicate 

 
Security Design principles 
The principle of defense in depth states that multiple security controls that approach risks in 

different ways is the best option for securing an application. So, instead of having 

one security control for user access, you would have multiple layers of validation, 

additional security auditing tools, and logging tools 

 
Authentications 
Authentication is the process of recognizing a user's identity. The credentials provided are 

compared to those on a file in a database of the authorized user's information on a local operating 

system or within an authentication server. 

 
Protection mechanisms 
Protection refers to a mechanism which controls the access of programs, processes, or users to the 

resources defined by a computer system. We can take protection as a helper to multi programming 

operating system, so that many users might safely share a common logical name space such as 

directory or files. 
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Encryption 
Encryption is the process of using an algorithm to transform information to make it unreadable 

for unauthorized users. This cryptographic method protects sensitive data such as credit card 

numbers by encoding and transforming information into unreadable cipher text. 

 
Protection of User Files 
Preventing accidental erasing of data. Physical file protection is provided on the storage medium 

by turning a switch, moving a lever or covering a notch. ... Logical file protection is provided by 

the operating system, which can designate files as read only. 
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Distributed process management 
As part of designing and building the Amoeba distributed operating system, we have 

come up with a simple set of mechanisms for process management that allows 

downloading, process migration, check pointing, remote debugging and emulation of 

alien operating system interfaces.  

 

Message passing 
Message Passing Model of Process Communication. Process communication is the 

mechanism provided by the operating system that allows processes to communicate with 

each other. ... Message passing model allows multiple processes to read and write data to 

the message queue without being connected to each other 

 

Remote procedure call 
In distributed computing, a remote procedure call (RPC) is when a computer program 

causes a procedure (subroutine) to execute in a different address space (commonly on 

another computer on a shared network), which is coded as if  it were a normal 

(local) procedure call, without the programmer explicitly coding  
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. 

distributed memory management 
  
 
 
 
 
 
 
 
 
 
 
 
 
security in distributed environment 
Security mechanism is normally placed in middleware in a distributed system. 25. 4.2 

Cryptography Å Cryptography: is defined as a means of protecting private information against 

unauthorized access in case where physical security is difficult  to achieve. Two basic operation : 

encryption and decryption 
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 Introduction of parallel processing. 
 
Parallel processing is a method of simultaneously breaking up and running program tasks on 

multiple microprocessors, thereby reducing processing time. Parallel processing may be 

accomplished via a computer with two or more processors or via a computer network. Parallel 

processing is also called parallel computing. 

 
There are many reasons for making modern computers parallel: First, it is not possible to increase 

processor and memory frequencies indefinitely, at least not with the current silicon-based 

technology. Therefore, to increase computational power of computers, new architectural and 

organizational concepts are needed 

 
The simultaneous use of more than one CPU to execute a program. Ideally, parallel 

processing makes a program run faster because there are more engines (CPUs) running it. 
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Protection an security goals 
Protection problem - ensure that each object is accessed correctly and only by those processes 

that are allowed to do so. to users. the operating system can operate on memory segments, the 

CPU, and other resources. 

 

 Domain of protections  
A protection system must have the flexibility to enforce a variety of policies. 5. Principles of 

Protection: The time-tested guiding principle for protection is the Principle of least privilege. 

It dictates that programs, users, and even systems be given just enough privileges to perform 

their tasks. 

 

Security Problems 
The OS must protect itself from security breaches, such as runaway processes ( denial of 

service ), memory-access violations, stack overflow violations, the launching of programs 

with excessive privileges, and many others. 
 
 Authentication 
Authentication is the process of recognizing a user's identity. ... The credentials provided are 

compared to those on a file in a database of the authorized user's information on a local 

operating system or within an authentication server 
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 System threats 
System threats refers to misuse of system services and network connections to put user in 

trouble. System threats can be used to launch program threats on a complete network called as 

program attack. System threats creates such an environment that operating system resources/ 

user files are misused. 

 
 Encryptions 
Encryption is the process of using an algorithm to transform information to make it unreadable 

for unauthorized users. This cryptographic method protects sensitive data such as credit card 

numbers by encoding and transforming information into unreadable cipher text 
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Data Base Management system 

 

Unit I ïData base System Concepts & Architecture 

Unit II-Data Modeling 

Unit III - Database Design 

Unit IV- Introduction to SQL 

Unit  V-Introduction to Advance DBMS 
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Aim and Objective :The primary goal of a DBMS is to provide an environment that 

is both convenient and efficient to use in retrieving and storing data base 

information. The objective of a database management system is to facilitate the 

creation of data structures and relieve the programmer of the problems of setting up 

complicated files. 
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Unit I  ςData base System Concepts & Architecture 
Database architecture  

Database architecture uses programming languages to design a particular type of 

software for businesses or organizations. Database architecture focuses on the 

design, development, implementation and maintenance of computer programs that 

store and organize information for businesses, agencies and institutions 

 

Overview of DBMS 

 Database is a collection of related data and data is a collection of facts and figures 

that can be processed to produce information. Mostly data represents recordable 

facts. ... A database management system stores data in such a way that it becomes 

easier to retrieve, manipulate, and produce information. 

 
Basic Database Terminology 

A database is a named collection of tables. A database can also contain views, 

indexes, sequences, data types, operators, and functions. Other relational database 

products use the term catalog 
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Data base system v/s  File system 
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Advantages and Dis-advantages of DBMS 

 
 

Unit I  ςData base System Concepts & Architecture 
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Codd rules 
 

Dr Edgar F. Codd, after his extensive research on the Relational Model of database systems, came up 

with twelve rules of his own, which according to him, a database must obey in order to be regarded as 

a true relational database. 

 

These rules can be applied on any database system that manages stored data using only its relational 

capabilities. This is a foundation rule, which acts as a base for all the other rules. 

 

 Data independence 
Data Independence is defined as a property of DBMS that helps you to change the Database schema 

at one level of a database system without requiring to change the schema at the next higher level. 

 
Architecture of a DBMS 

 
The design of a DBMS depends on its architecture. It can be centralized or decentralized or 

hierarchical. The architecture of a DBMS can be seen as either single tier or multi-tier. ... In 1-

tier architecture, the DBMS is the only entity where the user directly sits on the DBMS and uses it 
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Schemas 

 Design of a database is called the schema.  

 

Schema is of three types: Physical schema, logical schema and view schema.  

 

The design of a database at physical level is called physical schema, how the data stored in blocks 

of storage is described at this level. 
 Instances 
  
Database Languages 

  Data Definition Language 

  Data Manipulation Language.  

  Data Control Language.  

  Transaction Control Language. statement. 

 
Database Administrator 
Database administrators (DBAs) use specialized software to store and organize data. The role may 

include capacity planning, installation, configuration, database design, migration, performance 

monitoring, security, troubleshooting, as well as backup and data recovery. 
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 Data Models 
Data models define how the logical structure of a database is modeled. Data Models are 

fundamental entities to introduce abstraction in a DBMS. Data models define how data is 

connected to each other and how they are processed and stored inside the system. 

 
Data Modeling 
Data models define how the logical structure of a database is modeled. Data models define 

how data is connected to each other and how they are processed and stored inside the system. 

The very first data model could be flat data-models, where all the data used are to be kept in the 

same plane. 
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Entry  relationship Model 

 
An entityïrelationship model (or ER model) describes interrelated things of interest in a specific 

domain of knowledge. A basic ER model is composed of entity types (which classify the things of 

interest) and specifies relationships that can exist between entities (instances of those entity types). 

 

Mapping constraints 

 
A mapping constraint is a data constraint that expresses the number of entities to which another entity 

can be related via a relationship set. ... For binary relationship set R on an entity set A and B, there are 

four possible mapping cardinalities. 

 

Keys 

 
Keys are very important part of Relational database model. They are used to establish and identify 

relationships between tables and also to uniquely identify any record or row of data inside a table. 

A Key can be a single attribute or a group of attributes, where the combination may act as a key. 
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Candidate Key - The candidate keys in a table are defined as the set of keys that is minimal 

and can uniquely identify any data row in the table. 

 

Primary  Key - The primary key is selected from one of the  

 

Super Key - Super Key is the superset of primary key 

 

Generalization 

 
Generalization is like a bottom-up approach in which two or more entities of lower level combine to 

form a higher level entity if  they have some attributes in common. ... In generalization, entities are 

combined to form a more generalized entity, i.e., subclasses are combined to make a superclass.  

  

Aggregation 
 

An aggregation is a collection, or the gathering of things together. Your baseball card collection might 

represent the aggregation of lots of different types of cards. Aggregation comes from the Latin ad, 

meaning to, and gregare, meaning herd. So the word was first used to literally mean to herd or to flock 
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Relational Algebra 

 
Relational algebra is a procedural query language, which takes instances of relations as input and yields 

instances of relations as output. It uses operators to perform queries. An operator can be either unary or 

binary. They accept relations as their input and yield relations as their output. 

 
Fundamental operations of relational algebra &  their  implementation 
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Functional dependencies 
A functional dependency (FD) is a relationship between two attributes, typically between the PK 

and other non-key attributes within a table. For any relation R, attribute Y 

is functionally dependent on attribute X (usually the PK), if  for every valid instance of X, that 

value of X uniquely determines the value of Y. 

Types of Functional dependencies 

1st normal forms 
First normal form (1NF) is a property of a relation in a relational database. A relation is in first 

normal form if  and only if  the domain of each attribute contains only atomic (indivisible) 

values, and the value of each attribute contains only a single value from that domain. 

2nd normal forms 
A relation is in second normal form if  it is in 1NF and every non key attribute is fully  

functionally dependent on the primary key. The attributes IDSt and IDProf are the identification 

keys. All  attributes a single valued (1NF). 

3rd normal forms 
A relation is in third normal form if  it is in 2NF and no non key attribute is transitively 

dependent on the primary key. The table in this example is in 1NF and in 2NF.  

loss less decomposition 
No information is lost from the original relation during decomposition. When the sub relations 

are joined back, the same relation is obtained that was decomposed. 
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Introduction  to Transaction 

 
Transaction is a logical unit of work that represents real-world events of any 

organization or an enterprise whereas concurrency control is the management of 

concurrent transaction execution.  Transaction processing systems execute database 

transactions with large databases and hundreds of concurrent users 

 

for example, railway and air reservations systems, banking system, credit card 

processing, stock market monitoring, super market inventory and checkouts and so on. 
 
Transaction states.  
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 Security 

 

Database security refers to the collective measures used to protect 

and secure a database or database management software from illegitimate use and 

malicious threats and attacks. It is a broad term that includes a multitude of 

processes, tools and methodologies that ensure security within 

a database environment. 

 

 Access control 

 Database access control is a method of allowing access to company's sensitive 

data only to those people (database users) who are allowed to access such data 

and to restrict access to unauthorized persons. ... Without authentication and 

authorization, there is no data security. 

 

Backup and recovery 

Backup and recovery refers to the various strategies and procedures involved in 

protecting your database against data loss and reconstructing the database after 

any kind of data loss. 
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Maintenance 

 
Database Maintenance is a term we use to describe a set of tasks that are all run 
with the intention to improve your database. There are routines meant to help 
performance, free up disk space, check for data errors, check for hardware faults, 
update internal statistics, and many other obscure (but important) things.  
 
Performance 

 
Database performance can be defined as the rate at which a database 
management system (DBMS) supplies information to users. 
 
The performance of accessing and modifying data in the database can be improved 
by the proper allocation and application of resources. Optimization speeds up 
query performance. 
 
Five factors influence database performance: workload, throughput, resources, 
optimization, and contention. 
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 SQL 
 

Structure Query Language(SQL) is a database query language used for storing and 

managing data in Relational DBMS. SQL was the first commercial 

language introduced for E.F Codd's Relational model of database. ... SQL is used to 

perform all types of data operations in RDBMS. 

  
Characteristics of SQL 
 
SQL is easy to learn. 

SQL is used to access data from relational database management systems. 

SQL can execute queries against the database. 

SQL is used to describe the data. 

SQL is used to define the data in the database and manipulate it when needed. 

SQL is used to create and drop the database and table. 
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Advantages of SQL 

 
High speed. Using the SQL queries, the user can quickly and efficiently retrieve a large amount of 

records from a database. 

 

No coding needed. In the standard SQL, it is very easy to manage the database system.  

 

Well defined standards.  

 

Portability.  

 

Interactive language. 

 

Multiple data view. 

 

SQL data types and literals. 
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Types of SQL commands 
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Tables 
Table is a set of data elements (values) using a model of vertical columns (identifiable by name) and 

horizontal rows, the cell being the unit where a row and column intersect. A table has a specified 

number of columns, but can have any number of rows. 

 
views  
A view contains rows and columns, just like a real table. The fields in a view are fields from one or 

more real tables in the database. You can add SQL functions, WHERE, and JOIN statements to a view 

and present the data as if  the data were coming from one single table. 

 
Indexes 
Indexing is used to optimize the performance of a database by minimizing the number of disk 

accesses required when a query is processed. The index is a type of data structure. It is used to locate 

and access the data in a database table quickly. 

  
Queries and sub queries 
A Subquery or Inner query or a Nested query is a query within another SQL query and embedded 

within the WHERE clause. A subquery is used to return data that will  be used in the main query as a 

condition to further restrict the data to be retrieved. 
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Aggregate functions 
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OPERATION IN  RELATION ALGEBRA  
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 Unit V- Introduction to Advance DBMS 
Object ςbased Databases 
A database object is any defined object in a database that is used to store or reference data. Some 

examples of database objects include tables, views, clusters, sequences, indexes, and synonyms. 

The table is this hour's focus because it is the primary and simplest form of data storage in a 

relational database 

 
Object ς Oriented Databases 
An object-oriented database is organized around objects rather than actions, and data rather than 

logic. For example, a multimedia record in a relational database can be a definable data object, as 

opposed to an alphanumeric value 

 

 Objectςoriented data model 
Object oriented data model is based upon real world situations. These situations are represented as 

objects, with different attributes. All  these object have multiple relationships between them 

 
 Object Oriented Languages 
Object-oriented programming is a programming paradigm based on the concept of "objects", which 

can contain data, in the form of fields, and code, in the form of procedures. A feature of objects is 

an object's procedures that can access and often modify the data fields of the object with which 

they are associated 
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Persistent Programming Languages.  
A persistent programming language is a programming language extended with constructs to 

handle persistent data. It is distinguished from embedded SQL in at least two ways: In a 

persistent programming language: The query language is fully  integrated with the host language 

and both share the same type system. 

 
Object ς Relational Databases   
An object-relational database, or object-relational database management system, is a database 

management system similar to a relational database, but with an object-oriented database model 

objects, classes and inheritance are directly supported in database schemas and in the query 

language 

 
 Nested Relations  
The nested relational model is an extension of the relational model in which domains may be 

either atomic or relation-valued. This allows a complex object to be represented by a single 

tuple of a nested relation -- one-to-one correspondence between data items and objects. 
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Distributed Data Storage 

Distributed database is a system in which storage devices are not connected to a common 

processing unit. Database is controlled by Distributed Database Management System and data may 

be stored at the same location or spread over the interconnected network. It is a loosely coupled 

system 

 

 Distributed Transactions 

A distributed transaction is a database transaction in which two or more network hosts are 

involved. Usually, hosts provide transactional resources, while the transaction manager is 

responsible for creating and managing a global transaction that encompasses all operations against 

such resources. 

 

 Commit protocol 

 

Distributed DBMS - Commit Protocols. Advertisements. In a local database system, for 

committing a transaction, the transaction manager has to only convey the decision to commit to the 

recovery manager. 
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Concurrency Control in Distributed Database 
 
Distributed concurrency control provides concepts and technologies to synchronize 

distributed transactions in a way that their interleaved execution does not violate 

the ACID properties.  

 

Distributed transactions are executed in a distributed database environment, where 

a set of connected data servers host related data. 
  
Availability 
 
Availability means the probability that a system is operational at a given time, i.e. 

the amount of time a device is actually operating as the percentage of total time it 

should be operating. High-availability systems may report availability in terms of 

minutes or hours of downtime per year. 
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Distributed Query Processing  
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Unit No Description 

I World Wide Web Elements of the web, Web browser and its types, Security and 

Privacy issues Plug-Ins and Active controls, playing streaming Audio and Video. 

II HTML Fundamentals, Creating HTML pages, HTML Tables, HTML forms, 

HTML and Image, HTML and page.  

III Introduction to DHTML, features of DHTML, CSS: Types of style sheets, 

Different elements of style sheets, filter effects, Iframe, DIV and Layer Tags. 

IV Java script fundamental, Introduction to java script working with Variables and data 

functions, Methods and events, Controlling Programming Flow, JQuery and AJAX. 

V Introduction of Photoshop & Coral draw, Main Selections, Picking color, Filling a 

selection with color, Painting with paintbrush tool, Using the magic  tool and 

applying a filter, Saving your documents. 

Web Designing and Multimedia 
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Aim and Objective: Providing quality content on your website, regularly adding new 
information, establishing trust, marketing your site on other websites and social media. Improve 
interaction with existing and potential customers. Define Web-based multimedia and list some 
advantages and disadvantages of using multimedia, multimedia elementsτtext, images, 
animation, audio, and videoτand tell how they differ, various tasks involved with developing a 
multimedia Web site. Discuss the possible use of Web-based multimedia in the future. 

106 BCA 



Unit-I World Wide Web (WWW) 

WWW  

The World  Wide Web (WWW ), commonly known as the Web, is an information system where 
documents and other web resources are identified by Uniform Resource Locators (URLs, such 
as https://example.com/), which may be interlinked by hypertext, and are accessible over 
the Internet. The resources of the Web are transferred via the Hypertext Transfer Protocol (HTTP) and 
may be accessed by users by a software application called a web browser and are published by a software 
application called a web server. 

Elements  of  the  web  

Web  Browser  and  Its  Types  

Å Internet Explorer. 

Å Google Chrome. 

Å Mozilla Firefox. 

Å Safari. 

Å Opera. 

Å Konqueror. 

Å Lynx. 

Viewing  pages  with  a browser  

 

 

 

Subject Code :BCA205 Course Name :Bachelor of Computer Applications 

107 BCA 



ÅSecurity and Privacy issues  
Å Cookies-An HTTP cookie is a small piece of data sent from a website and stored 

on the user's computer by the user's web browser while the user is browsing. 
Cookies were designed to be a reliable mechanism for websites to 
remember  information or to record the user's browsing activity. They can also be 
used to remember pieces of information that the user previously entered into form 
fields, such as names, addresses, passwords, and credit-card numbers. 

Å Firewalls-A firewall  is a network security system that monitors and controls 
incoming and outgoing network traffic based on predetermined security. 

Å Applets and scripts-An applet is any small application that performs one 
specific task that runs within the scope of a dedicated widget engine or a 
larger program, often as a plug-in. The term is frequently used to refer to 
a Java applet, a program written in the Java programming language that is 
designed to be placed on a web page. Applets are typical examples 
of transient and auxiliary applications that don't monopolize the user's 
attention. Applets are not full -featured application programs, and are 
intended to be easily accessible. 

Å A scripting language can be viewed as a domain-specific language for a 
particular environment; in the case of scripting an application, 
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Blocking system- A blocking system call is a one that suspends or puts the calling process on 

wait until the event (on which the call was blocked) occurs after which the blocked process is 

woken up and is ready for execution. 

 

Plug-Ins and Active controls- In Internet Explorer, select the Tools button , and then select 

Internet options. 

On the Security tab, select Custom level, and then under ActiveX controls and plug-ins, do one 

the following: Allow Automatic prompting for ActiveX controls by selecting Enable. ... 

Select OK, and then select OK again 

 

ActiveX controls, which are somewhat similar to Java applets, extend a browser's functionality, 

allowing it to perform tasks it would otherwise not be capable of. 

 

Playing streaming Audio and Video- Player's live streaming video platform is the quickest 

and easiest way to broadcast your events and grow your audience. 

 

Search engines- a program that searches for and identifies items in a database that 

correspond to keywords or characters specified by the user, used especially for finding 

particular sites on the World Wide Web. 
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